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Abstract. We study the topological entropy of hom tree-shifts and show that,

although the topological entropy is not a conjugacy invariant for tree-shifts in
general, it remains invariant for hom tree higher block shifts. In [16, 17],

Petersen and Salama demonstrated the existence of topological entropy for

tree-shifts and h(TX) ≥ h(X), where TX is the hom tree-shift derived from
X. We characterize a necessary and sufficient condition when the equality

holds for the case where X is a shift of finite type. Additionally, two novel

phenomena have been revealed for tree-shifts. There is a gap in the set of
topological entropy of hom tree-shifts of finite type, making such a set not

dense. Last but not least, the topological entropy of a reducible hom tree-

shift of finite type can be strictly larger than that of its maximal irreducible
component.

1. Introduction

A Zd shift space X over alphabet A is a set of configurations that avoid any

patterns labeled by A from some set F ; X is a shift of finite type (SFT) if F is

finite. The study of Zd SFTs is rife with numerous undecidability issues whenever

d ≥ 2. For instance, it is not even decidable whether X is nonempty. We refer the

reader to [6, 13, 18], for example.

Because of the complexity of dynamics of Zd shift spaces as well as inspired

by the physical models, the elucidation of hom-shifts is imperative. A hom-shift

is a nearest neighbor SFT, which is symmetric and isotropic; more explicitly, if

a, b ∈ A are forbidden to sit next to each other in some coordinate direction, they

are forbidden to sit next to each other in all coordinate directions. Many important

SFTs, such as the hard square shift and the n-colored chessboard, arise as hom-

shifts. Chandgotia and Marcus [10] investigated the mixing properties of hom-shifts

and related them to some questions in graph theory therein.

Tree-shifts, which are shift spaces defined on free semigroups, have received ex-

tensive attention recently since they exhibit the natural structure of one-dimensional

symbolic dynamics while equipped with multiple directional shift transformations.
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The dynamical phenomena of shift spaces on trees are fruitful since they consti-

tute an intermediate class of symbolic dynamics between Z and Zd, d ≥ 2. See

[1, 2, 3, 4, 9, 12] and the references therein, for instance.

Aside from the elucidation of Zd hom-shifts, investigating the hom tree-shifts is

an alternative path on the study of abstract tree-shifts of finite type. It is to be

noted that in this article we abuse the word ‘hom’ to describe that a shift space

admits rules (i.e., F in the case of Zd shift space) concerning only the patterns

on each infinite path and forgetting the directions in the underlying lattice; there-

fore, such a space consists of all the configurations each of whose infinite paths

comes from a one-dimensional shift space, whether of finite type or not. Under

the circumstances, the terms ‘hom Markov tree-shift’ (see Section 1.2) and ‘hom

tree-shift of finite type’ (see Section 3) are used to emphasize the determining one-

dimensional shift space is a nearest neighbor SFT and SFT, respectively. Mairesse

and Marcovici [15] constructed a stationary Markov measure, a uniform measure,

for a hom Markov tree-shift. Petersen and Salama [16, 17] demonstrated that the

topological entropy of arbitrary tree-shift exists as the infimum of the growth rate

of n-blocks. They also revealed that the topological entropy of X is not larger than

the topological entropy of the hom tree-shift derived from X.

This paper, inspired by [16, 17], aims at the relations between Z SFT X and its

associated hom tree-shift TX , especially on the discussion of topological entropy.

Theorem 2.1 gives a necessary and sufficient condition for the equality of topological

entropy of X and TX when X is Markovian. Although the topological entropy is not

a conjugacy invariant for tree-shifts in general (see [8] for a brief survey), Theorem

3.1 reveals that the topological entropy remains the same for hom tree-shifts arose

from higher block shifts; this, together with Theorem 2.1, gives a criterion for the

equality of topological entropy of X and TX for general SFTs. In the meantime,

there are interesting phenomena, such as the existence of an SFT X and n ∈ N
such that TX is not conjugate to TX[n] (Proposition 3.4), there are SFTs X,Y such

that X is conjugate to Y but h(TX) 6= h(TY ) (Proposition 3.5), which remain to

give more in-depth investigation.

Aside from the elucidation of relations between X and TX , two novel phenomena

in tree-shifts are also of interest. It is well-known that the set of topological entropy

of SFTs is dense in the closed interval [0, log |A|] (cf. [11] and the references therein)

and the topological entropy of X is attained by its maximal irreducible component

(cf. [14]). Proposition 4.1 specifies a gap in the set of topological entropy of hom

tree-SFTs and Proposition 4.2 addresses that TX can have strictly larger topological

entropy than that of any of its irreducible components in general.

1.1. Notations and Definitions. Let d ≥ 2 and Σ = {0, 1, . . . , d − 1}. The d-

tree Σ∗ = ∪n≥0Σn is the set of all finite words on Σ and is naturally visualized as

the Cayley graph of the free semigroup on d generators. The empty word ε is the
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only word of zero length and corresponds to the root of the tree and the identity

element of the semigroup. Let A be a finite alphabet. A labeled tree is a function

t : Σ∗ → A. For each node w ∈ Σ∗, tw := t(w) refers to the label attached to w.

Denote by ∆n := ∪ni=0Σi the initial subtree of the d-tree. An n-block is a function

u : ∆n → A. We say that a block u appears in a labeled tree t if there is a node

s ∈ Σ∗ such that tsw = uw for all w ∈ ∆n; otherwise, t avoids u. A tree-shift is a

set T ⊆ AΣ∗ of labeled trees which avoid all of a certain set of forbidden blocks.

For each binary matrix A indexed by A, there is a Markov shift XA and a hom

Markov tree-shift TA defined as

XA = {x ∈ AN : Axi,xi+1 = 1 for all i ∈ N}

and

TA = {t ∈ AΣ∗ : Atw,twi
= 1 for all w ∈ Σ∗, i ∈ Σ},

respectively. By writing Bn(XA) := {x[1,n] ∈ An : x ∈ XA}, the set of admissible

n-blocks of XA, the topological entropy of XA is defined as

h(XA) = lim
n→∞

log |Bn(XA)|
n

,

which measures the growth rate of admissible n-words concerning their support.

Analogously, the set Bn(TA) refers to the set of n-blocks appearing in TA and the

topological entropy of TA

h(TA) = lim
n→∞

log |Bn(TA)|
|∆n|

is defined, where ∆n = ∪ni=0Σi.

2. Hom Tree-Shift of Finite Type with Larger Topological Entropy

Suppose A is a k-by-k binary matrix indexed by the alphabet A = {1, 2, . . . , k}.
Although |∆n| � n, Peteren and Salama [16] revealed the quite interesting property

that h(XA) ≤ h(TA). It is of interest whether there is a criterion for the equality.

Let

M := max
i

∑
j

Ai,j and m := min
i

∑
j

Ai,j

be the maximal and minimal row sum of A, respectively. Theorem 2.1 yields a

necessary and sufficient condition for determining when the equality holds.

Theorem 2.1. Suppose TA is a hom Markov tree-shift induced by A and A is

irreducible. Then, h(XA) = h(TA) if and only if M = m.

In order to prove the theorem, the following two lemmas illustrate essential

mechanisms for estimating the topological entropy of TA. For simplicity of notation,

we denote by x(n) = (x1(n), x2(n), . . . , xk(n)) ∈ Nk the vector of the numbers of

patterns such that xi(n) = |{u ∈ Bn(TA) : uε = i}|. It is noteworthy that under
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the assumption that A has no zero rows or zero columns (which is obviously valid

if A is irreducible), this vector x(n) can be iteratively computed as

(1) xi(n+ 1) = (Ax(n))di :=

 k∑
j=1

Ai,jxj(n)

d

with the initial condition x(0) = (1, 1, . . . , 1). The following lemmas demonstrate

that the condition M > m yields an important subset of nonnegative integers Z+

having positive lower Banach density. For nonnegative integers n1 ≤ n2, denote by

[n1, n2] = {n ∈ Z+ : n1 ≤ n ≤ n2}

the set of integers between n1 and n2.

Lemma 2.2. Suppose A ∈ {0, 1}k×k is an irreducible matrix with M > m, and for

each δ ∈ (1, (Mm )
d

d+1 ) let

S = S(δ) := {n ∈ Z+ : max
i1,i2

xi1(n)

xi2(n)
> δ}.

Then, there exists N ∈ N such that [n, n+N ] ∩ S 6= ∅ for every n ≥ 0.

Proof. Since δ ∈ (1, (Mm )
d

d+1 ), there exists N ∈ N such that
(
M
m δ
− d+1

d

)Nd
> δ2.

We prove this N satisfy the requirement by contradiction. Suppose there exists

n ∈ N such that [n, n+N ] ⊂ N \ S, i.e.,

max
i1,i2

xi1(m)

xi2(m)
=

maxi xi(m)

mini xi(m)
≤ δ, ∀m ∈ [n, n+N ].

Suppose i∗1, i
∗
2 ∈ A such that M =

∑
j Ai∗1 ,j and m =

∑
j Ai∗2 ,j . Then, applying (1)

yields

xi∗1 (n+N)

xi∗2 (n+N)
=

(∑k
j=1Ai∗1 ,jxj(n+N − 1)∑k
j=1Ai∗2 ,jxj(n+N − 1)

)d

≥
(
M ·mini xi(n+N − 1)

m ·maxi xi(n+N − 1)

)d
=

(
M

m

)d(
mini xi(n+N − 1)

maxi xi(n+N − 1)

)d−1(
mini xi(n+N − 1)

maxi xi(n+N − 1)

)
≥
(
M

m

)d
1

δd−1

(
mini xi(n+N − 1)

xi∗1 (n+N − 1)

)(
xi∗2 (n+N − 1)

maxi xi(n+N − 1)

)(
xi∗1 (n+N − 1)

xi∗2 (n+N − 1)

)
≥
(
M

m
δ−

d+1
d

)d xi∗1 (n+N − 1)

xi∗2 (n+N − 1)

≥
(
M

m
δ−

d+1
d

)Nd xi∗1 (n)

xi∗2 (n)
≥
(
M

m
δ−

d+1
d

)Nd
1

δ
> δ

which is a contradiction. The proof is thus complete. �
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Remark 2.3. For every δ ∈ (1, (Mm )
d

d+1 ) and n ∈ S(δ), express the components of

x(n) in ascending order as

xi1(n) ≤ xi2(n) ≤ . . . ≤ xik(n).

The pigeonhole principle indicates that there exists 1 ≤ l ≤ k − 1 such that
xil+1

(n)

xil
(n) > δ

1
k−1 , or equivalently,

(Ax(n−1))il+1

(Ax(n−1))il
> δ

1
d(k−1) .

Lemma 2.4. Suppose {vi}ki=1 ⊂ (0, 1) is given such that
∑k
i=1 vi = 1. There exists

a strictly increasing function C : [1,∞)→ [1,∞) satisfying the following:

(1) C(1) = 1,

(2)
∑k

i=1 wia
d
i

(
∑k

i=1 wiai)d
≥ C(al+1

al
) ≥ 1 for all 1 ≤ l ≤ k−1 and 0 < a1 ≤ a2 ≤ . . . ≤ ak,

where {wi}ki=1 is an arbitrary permutation of {vi}ki=1.

Proof. Suppose w = {wi}ki=1 is a permutation of {vi}ki=1. Consider the functions

Jw(t1, t2, . . . , tk) :=
∑k
i=1 wit

d
i , Iw(t1, t2, . . . , tk) :=

∑k
i=1 witi, and

fw(t1, t2, . . . , tk) :=
Jw(t1, t2, . . . , tk)

(Iw(t1, t2, . . . , tk))d
.

By Hölder’s inequality with p = d, q = d/(d− 1), w
1/d
i ai for the first sequence and

w
(d−1)/d
i for the second, we have

fw(a1, a2, . . . , ak) =

∑k
i=1 wia

d
i

(
∑k
i=1 wiai)

d
≥

∑k
i=1 wia

d
i

(
∑k
i=1(w

1
d
i ai)

d)(
∑k
i=1(w

d−1
d

i )
d

d−1 )d−1
= 1.

Note that the partial differentiation of fw with respect to tj is

∂fw
∂tj

(a1, a2, . . . , ak) =
d · Id−1

w wj ·
∑k
i=1 wiai(a

d−1
j − ad−1

i )

I2d
w

.

As a consequence,

∂fw
∂tk

(a1, a2, . . . , t) ≥ 0,∀t ∈ (ak−1, ak),

and
∂fw
∂t1

(t, a2, . . . , ak) ≤ 0,∀t ∈ (a1, a2).

Hence, we apply the mean value theorem to obtain

(2)
fw(a1, a2, . . . , ak−1, ak) ≥ fw(a1, a2, . . . , ak−1, ak−1)

= fw1,w2,...,wk−1+wk
(a1, a2, . . . , ak−1),

and

(3) fw(a1, a2, . . . , ak−1, ak) ≥ fw1+w2,...,wk−1,wk
(a2, . . . , ak−1, ak).

Inductively, we derive from (2) and (3) that

fw(a1, a2, . . . , ak−1, ak) ≥ fw1+...+wl,wl+1+...+wk
(al, al+1)

=
(w1 + w2 + . . .+ wl)a

d
l + (wl+1 + wl+2 + . . . wk)adl+1

((w1 + w2 + . . .+ wl)al + (wl+1 + wl+2 + . . . wk)al+1)d
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for 1 ≤ l ≤ k − 1. Define

Cl,w(t) :=
(w1 + w2 + . . .+ wl) + (wl+1 + wl+2 + . . . wk)td

((w1 + w2 + . . .+ wl) + (wl+1 + wl+2 + . . . wk)t)d
.

Note that Cl,w(t) is strictly increasing on [1,∞) and such that

Cl,w(1) = 1,

and

fw(a1, a2, . . . , ak) ≥ Cl,w(
al+1

al
),∀1 ≤ l ≤ k − 1.

The proof is thus complete by defining the function C(t) as

C(t) := inf
l,w

Cl,w(t).

�

With the introduction of Lemmas 2.2 and 2.4, we are in a position of proving

Theorem 2.1.

Proof of Theorem 2.1. Suppose M = m. It follows that the spectral radius of A is

ρ(A) = M and xi(n) = Md1+...+dn for all i and n ∈ N. Hence,

h(TA) = lim
n→∞

log(kMd+d2+···+dn)

|∆n|
= logM = h(XA).

Conversely, suppose M > m. Let δ ∈ (1, (Mm )
d

d+1 ) be fixed and let S = S(δ) be

defined as in Lemma 2.2. We then apply in the following a trick used in [16, Theorem

3.3]. Since A is irreducible, there exists a probability eigenvector v = (v1, v2, . . . , vk)

such that vTA = ρ(A)vT with vi > 0 for all 1 ≤ i ≤ k. According to Remark 2.3,

for every n+1 ∈ S, there exists 1 ≤ l < k such that
(Ax(n−1))il+1

(Ax(n−1))il
> δ

1
d(k−1) , and let

w be the permutation {wj}kj=1 = {vij}kj=1. It follows from Lemma 2.4 that there

exists a strictly increasing function C : [1,∞)→ [1,∞) with C(1) = 1 satisfying

Jw((Ax(n))i1 , (Ax(n))i2 , . . . , (Ax(n))ik)

Idw((Ax(n))i1 , (Ax(n))i2 , . . . , (Ax(n))ik)
≥ C

(
(Ax(n))il+1

(Ax(n))il

)
≥ C(δ

1
d(k−1) ).

By writing

γ(n) :=

{
C(δ

1
d(k−1) ), if n+ 1 ∈ S;

1 if n+ 1 /∈ S,

we deduce that∑k
i=1 vi(Ax(n))di(∑k
i=1 vi(Ax(n))i

)d =
Jw((Ax(n))i1 , (Ax(n))i2 , . . . , (Ax(n))ik)

Idw((Ax(n))i1 , (Ax(n))i2 , . . . , (Ax(n))ik)
≥ γ(n).
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Furthermore,

k∑
i=1

vixi(n) =

k∑
i=1

vi(Ax(n− 1))di

=

∑k
i=1 vi(Ax(n− 1))di(∑k
i=1 vi(Ax(n− 1))i

)d · ρ(A)d ·

(
k∑
i=1

vixi(n− 1)

)d

≥ γ(n− 1) · ρ(A)d ·

(
k∑
i=1

vixi(n− 1)

)d

≥ γ(n− 1)γ(n− 2)d · ρ(A)d+d2 ·

(
k∑
i=1

vixi(n− 2)

)d2

≥ γ(n− 1)γ(n− 2)d . . . γ(0)d
n−1

ρ(A)d+d2+···+dn ·

(
k∑
i=1

vixi(0)

)dn
= γ(n− 1)γ(n− 2)d . . . γ(0)d

n−1

ρ(A)d+d2+···+dn .

Now that |∆n| = 1 + d + . . . + dn, we take logarithm and divide both sides of the

inequality above by |∆n| to derive

log|Bn(TA)|
|∆n|

≥ |∆n| · log ρ(A)

|∆n|
− log ρ(A)

|∆n|
+

∑
i∈S∩[0,n] d

n−i∑
0≤i≤n d

i
logC(δ

1
d(k−1) ).

By letting n tend to inifinity on both sides we derive h(TA) > h(XA), since S has

positive lower Banach density. �

3. Conjugacy Invariant of Topological Entropy of Tree-Shifts

As an application of results of the previous section, we consider the topological

conjugacy and topological entropy for hom tree-shifts of finite type, which are no-

tions defined as follows. Shift spaces X and Y are topologically conjugate, denoted

by X ∼= Y , if there exists a one-to-one correspondence φ : X → Y induced by a

block map Φ : Bm(X)→ A(Y ) for some m ∈ N, where A(Z) denotes the alphabet

of a shift space Z. For n ∈ N, the nth higher block shift of X is

X [n] = {(yi)i∈N ∈ (A(X)n)N : ∃x ∈ X such that yi = xi · · ·xi+n−1∀ i ∈ N}.

It is easy to see that X ∼= X [n] for all n (cf. [14]). Similarly, two tree-shifts T and

S are topologically conjugate if there is a one-to-one correspondence ψ : T → S
induced by a block map Ψ : Bm(T ) → A(S) for some m ∈ N. Ban and Chang [4]

demonstrated that T [n] ∼= T for each n ∈ N, where

T [n] = {t′ ∈ Bn(T )Σ∗ : there exists t ∈ T such that t′w = tw∆n
∀ w ∈ Σ∗}

is the nth higher block tree-shift of T .

A subset s = {si}i∈N ⊂ Σ∗ is called a chain if s1 = ε and si+1 ∈ siΣ for all i ≥ 1;

in other words, s is an infinite path initiated at the root. Define πs : AΣ∗ → AN
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as (πst)i = tsi for i ∈ N. For each shift space X ⊆ AN, the corresponding hom

tree-shift TX is defined as

TX = {t ∈ AΣ∗ : πs(t) ∈ X for every chain s}.

In particular, a hom tree-shift is called a hom tree-shift of finite type (respectively,

hom Markov tree-shift) if X is an SFT (respectively, nearest neighbor SFT). Al-

though the topological entropy of tree-shifts is not conjugacy invariant in general

(see [7] for instance), Theorem 3.1 indicates that it is invariant for hom tree higher

block shifts. Notably, we call TY a hom tree higher block shift if Y = X [m] is a

higher block shift of some shift space X; a hom tree higher block shift may not be

a higher block tree-shift generally.

Theorem 3.1. Suppose X is a shift space and m ∈ N. Let X [m] be a higher block

shift of X. Then h(TX) = h(TX[m]).

Proof. Define f : Am → A as f(a1, . . . , am) = am. Let fn : (Am)∆n → A∆n

be defined as (fn(v))w = f(vw) for all w ∈ ∆n. We claim that fn(Bn(TX[m])) ⊆
Bn(TX), and that |Bn(TX[m])| ≤ |A|m−1|Bn(TX)|.

Let v ∈ Bn(TX[m]). Then, for all s1, . . . , si ∈ Σ, vεvs1vs1s2 . . . vs1s2...si ∈ B(X [m])

and f(vε)f(vs1)f(vs1s2) . . . f(vs1s2...si) ∈ B(X). Therefore, fn(Bn(TX[m])) ⊆ Bn(TX).

Furthermore, if v, v′ ∈ Bn(TX[m]) satisfy fn(v) = fn(v′), then it is not hard to see

v = v′ if and only if vε = (a1a2 . . . am−1a) = (b1b2 . . . bm−1a) = v′ε. Combining the

above, we obtain |Bn(TX[m])| ≤ |A|m−1 · |Bn(T )| and

h(TX[m]) = lim
n→∞

log |Bn(TX[m])|
|∆n|

≤ lim
n→∞

(m− 1) log |A|+ log |Bn(TX)|
|∆n|

= h(TX).

On the other hand, for every w ∈ Σm−1, define gw,n : Bn(TX)→ Bn−m+1(TX[m])

for n ≥ m as

(gw,n(u))w = (uwi
. . . uwm−1

uw1
. . . uwi

),

where w = w1w2 . . . wi ∈ Σi and w0 = ε. It is seen that

|Bn(TX)| ≤ |A||∆m−1|
∑

w∈Σm−1

|gw,n(Bn(TX))| ≤ |A||∆m−1||Bn−m+1(TX)|d
m−1

.

Hence,

h(TX) = lim
n→∞

log |Bn(TX)|
|∆n|

≤ lim
n→∞

|∆m−1| log |A|+ dm−1 log |Bn−m+1(TX)|
|∆n|

= h(TX[m]).

This finishes the proof. �

Remark 3.2. Petersen and Salama [17] indicated that h(TX) ≥ h(X) for any shift

space X. It is of our interest to study when the equality holds. Theorems 2.1 and 3.1
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provide a necessary and sufficient condition for the case where X is an irreducible

shift of finite type. More explicitly, each SFT X is topologically conjugate with its

higher block shift X [n] which is Markovian for some n ∈ N (cf. [14]). Let A[n] be

the adjacency matrix of X [n]. Theorem 2.1 indicates whether h(TX[n]) = h(X [n]).

Proposition 3.3. Suppose X and Y are shift spaces. If TX ∼= TY , then X ∼= Y .

Proof. Let φ : X → Y and ψ : Y → X be maps induced by the block maps

Φ : Bn(TX) → A(TY ), Ψ : Bm(TY ) → A(TX) respectively, satisfying ψ ◦ φ = IdTX
and ψ ◦ φ = IdTY . We first claim that if t ∈ TX such that tw = ts for all w, s ∈ Σk

and for all k ≥ 0, then (φ(t))w = (φ(t))s for all w, s ∈ Σk and for all k ≥ 0. Indeed,

it follows from the fact φ is a sliding block code that

(φ(t))w = (σwφ(t))ε = (φ(σwt))ε = (φ(σst))ε = (σsφ(t))ε = (φ(t))s,

where σw(t), w ∈ Σ∗, denotes the shifted labeled tree defined as (σw(t))s = tws for

every s ∈ Σ∗. Note that this property is also shared by ψ since it is also a sliding

block code.

Now suppose u = (u0u1 · · ·un) ∈ Bn+1(X) (respectively, Bm+1(Y )). We denote

by u ∈ Bn(TX) (respectively, Bm(X)) the block such that uw := u|w| for all w ∈ ∆n.

We define block maps Φ′ : Bn+1(X)→ A(Y ), Ψ′ : Bm+1(Y )→ A(X) on X and Y

respectively as

Φ′(u) := Φ(u),

and

Ψ′(u) := Ψ(u).

It follows from our claim that the induced sliding block code φ′ : X → Y and

ψ′ : Y → X of Φ′ and Ψ′ are well-defined, both injective, ψ ◦ φ = IdX and

φ ◦ ψ = IdY . This finishes the proof. �

Proposition 3.3 demonstrates that TX ∼= TY is followed by X ∼= Y . The next

proposition indicates further that, not only the inverse is false in general, but there

is a Markov shift such that its associated hom tree-shift is not topologically con-

jugate to its hom tree higher block shift. To prove the proposition, we exploit the

irreducibity of a tree-shift. More specifically, a tree-shift T is said to be irreducible

if for all n-blocks u and v of T , there exists t ∈ T and w ∈ Σ∗ \ ∆n such that

t|∆n = u and that (σwt)|∆n = v. It is not hard to see that irreducibility is a

conjugacy-invariant property for tree-shifts.

Proposition 3.4. There exist an SFT X and m ∈ N such that TX � TX[m] .

Proof. Let X = XF ⊂ {0, 1}N with F = {000, 011, 110, 101, 111} and Y = XF ′ ⊂
{a, b, c}N with F ′ = {aa, ac, ba, bb, cb, cc}, i.e., X = {(100)∞, (001)∞, (010)∞} and

Y = {(abc)∞, (bca)∞, (cab)∞}. Note that Y = X [2] by a 2-block map Φ : B2(X)→



10 J-C BAN, C-H CHANG, W-G HU, AND Y-L WU

{a, b, c} defined as Φ(00) = a, Φ(01) = b, Φ(10) = c. Since X is irreducible, Y

is also irreducible, which is equivalent to irreducibility of TY by [5, Theorem 3.3].

However, for the admissible blocks

u :=

1

0

00

0

00

, v :=

0

0

11

1

00

,

it is not hard to see there exists no t ∈ TY and w ∈ Σ∗ \ ∆n such that t|∆n
= u

and that (σwt)|∆n
= v. Since irreducibility is a conjugacy-invariant property, the

lack of such labeled tree t illustrates that TX is not irreducible. This leads to a

contradiction and hence TY � TX . �

Proposition 3.5 shows that, even for hom tree-shifts, topological entropy is not

conjugacy invariant in general.

Proposition 3.5. There exist SFTs X and Y such that X ∼= Y but h(TX) 6= h(TY ).

Proof. Let A,B be given as

A =

1 1 0
0 0 1
1 1 1

 and B =

(
1 1
1 1

)
.

Observe that A is strongly shift equivalent to B since A = RS and B = SR, where

R =

1 0
0 1
1 1

 and S =

(
1 1 0
0 0 1

)
.

Hence, XA ∼= XB . However, Theorem 2.1 demonstrates that

h(TA) > h(XA) = h(XB) = h(TB).

�

4. Further Discussion and Conclusion

Aside from the discussion of conjugacy invariant of topological entropy for hom

tree-SFTs, there are fruitful novel phenomena that have not been seen in Zd shift

spaces. This section illustrates, last but not least, two of our observations. Recall

that each SFT is conjugate with a Markov shift that is its higher block shift (Remark

3.2), this section considers only Markov shifts and hom Markov tree-shifts without

loss of generality.
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4.1. Reducible Tree-Shifts of Finite Type. Suppose A is reducible with irre-

ducible components A1, . . . , Ar. It is well-known that h(XA) = suph(XAi) (see [14]

for more details). Besides, the collection of topological entropy of SFTs over A is

dense in [0, log |A|], we refer to [11] for more general results. This section reveals

that both the properties fail for trees due to the topological structure of trees.

A binary matrix A is called essential if A has no zero rows and zero columns.

Every nonzero matrix A ∈ {0, 1}k×k can be reduced to its associated essential

matrix Ae ∈ {0, 1}l×l, 1 ≤ l ≤ k, by repeating the following process whenever it

is needed: if the ith row or column of A is zero, then delete the ith row and ith

column of A. It is easily seen that h(TA) = h(TAe). Hence, in studying h(TA), we

always assume that A is essential.

The following proposition shows that for any A ∈ {0, 1}k×k, h(TA) is either 0

or not less than log 2
2 . It follows immediately that the set of topological entropy of

hom tree-SFTs is not dense in [0, log |A|].

Proposition 4.1. Suppose A is an essential binary matrix and A 6= 0. Let M be

the maximal row sum of A.

(i) If M = 1, then h(TA) = 0.

(ii) If M ≥ 2, then h(TA) ≥ d−1
d logM ≥ 1

2 log 2.

Proof. (i) If M = 1, it is cleat that |Bn(TA)| ≤ k. Then, h(TA) = 0 follows

immediately.

(ii) If M ≥ 2, there exist 1 ≤ i′ ≤ k and 1 ≤ j1 < j2 < . . . < jM ≤ k such that∑k
j=1 ai′,j =

∑M
l=1 ai′,jl = M . Then, for any pattern u : Σn → {j1, j2, . . . , jM},

there exists an n-block u′ : ∆n → A such that u′w = uw for all w ∈ Σn. More

specifically, since A is essential, there exists an (n − 1)-block u′′ ∈ Bn−1(TA) such

that u′′w = i′ for every w ∈ Σn−1, and the desired u′ can be obtained through

a proper extension of u′′. Therefore, |Bn(TA)| ≥ Mdn , which implies h(TA) ≥
d−1
d logM . The proof is complete. �

Problem 1. Is the set of topological entropy of hom tree-SFTs over A dense in

[d−1
d log 2, log |A|]?

The following proposition, as an application of Proposition 4.1, shows that the

topological entropy of a reducible hom Markov tree-shift could be larger than that

of any of its irreducible components.

Proposition 4.2. Suppose A is reducible with irreducible components A1, . . . , Ar.

Then h(TA) ≥ sup{h(TAi
)}, and the equality does not hold in general.

Proof. Obviously, h(TA) ≥ sup{h(TAi)} since |Bn(TA)| ≥ |Bn(TAi)| for all n ∈ N
and 1 ≤ i ≤ r.
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Consider A =


1 1 1 1
1 0 1 1
0 0 1 1
0 0 1 0

 with the irreducible components A′ = A1 = A2 =

[
1 1
1 0

]
on 2-tree. Proposition 4.1 (ii) indicates that h(TA) ≥ log 2. Petersen and

Salama [16] proved that

h(TA′) = inf
n

log |Bn(TA′)|
|∆n|

≤ log |B1(TA′)|
3

=
log 5

3
< log 2 ≤ h(TA).

So in general, for reducible matrix A, h(TA) ≥ suph(TAi
), where Ai denotes the

i-th irreducible component of the system defined by A. �

On the other hand, there is a nontrivial example such that h(TA) = sup{h(TAi)},
where A1.A2, . . . , Ar are the irreducible components of A.

Example 4.3. Let A =

1 1 0
0 1 1
0 1 1

. It can be calculated in the same manner as

in the proof of Theorem 2.1 that h(TA) = log 2 while A is an reducible matrix.

Problem 2. Suppose A is reducible with irreducible components A1, . . . , Ar. Un-

der what condition the equality h(TA) = sup{h(TAi)} holds?

4.2. Conclusion. This paper focuses on the topological entropy of hom tree-SFTs.

In the following list of main results of this elucidation, many of them, rather than

consequences, are just the beginning of further investigation.

(1) Suppose TX is the hom tree-SFT induced by the SFT X. Then h(TX) =

h(X) if and only if
∑
j Ai,j =

∑
j Ai′,j for all i, i′, where A is the adjacency

matrix of the graph representation of X (Theorems 2.1 and 3.1.)

(2) Suppose X and Y are shift spaces. Then TX ∼= TY is sufficient but not

necessary for X ∼= Y (Propositions 3.3 and 3.4).

(3) The set {h(TX)} of topological entropy of hom tree-SFTs is not dense in

[0, log |A|] (Proposition 4.1).

(4) There is a hom Markov tree-shift that has strictly larger topological entropy

than shifts formed by any of its irreducible components (Proposition 4.2).
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